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Survey of the chapter on summarizing and ex-
ploring data.

Types of values that experimental variables
can have. Categorial versus numerical values.
Categorical values don’t have intrinsic numbers as-
sociated to them. For instance, a Bernoulli (also
called binary) value is one of two values, such as
Heads or Tails, Success or Failure, candidate A or
candidate B. For ease of use, these categories are
often associated with numbers, Success with 1 and
Failure with 0, but the numbers 1 and 0 aren’t in-
trinsic to the categories.

Categorical data are either nominal or ordinal.
Nominal categories have names but nothing else.
Ordinal categories can be ranked from lowest to
highest, but the ranks aren’t intended to be equally
spaced in any way.

Numerical values are either discrete or continu-
ous, meaning the values are either integers or real
numbers. This is a minor distinction as actual mea-
surements are usually discrete (think dollars and
cents). Treatment of discrete and continuous val-
ues is pretty much the same.

Numerical values can be either interval or ratio.
If the difference between two values is meaningful,
but the ratios are not, then you’re looking at an
interval scale. When the ratios are also important,
then a ratio scale as well. Other kinds of values
can come up besides these two standard types, for
instance, two- and three-dimensional values.

Look at exercises p. 150, 1 and 4 to illustrate
types of values.

Probability theoretical variables versus ex-
perimental data. Many of the same terms are
used for both, and they’re closely related, but
they’re not the same.

A random sample in probability is an array of
random variables

X = (X1, X1, . . . , Xn)

that are independent and have the same distribu-
tion. The distribution comes from a family of distri-
butions with one or more parameters θ1, θ2, . . . , θk
(where k is usually 1 or 2). For instance, a Bernoulli
distribution has one parameter θ1 = p, the prob-
ability of success. For another example, a nor-
mal distribution has two parameters θ1 = µ and
θ2 = σ2.

After the data is/are collected, we have n data
values x1, x2, . . . , xn, also called a random sample,
but these are outcome values, specific numbers.

The sample mean in probability is the random
variable

X =
X1 +X2 + · · · +Xn

n
.

The data also has a sample mean, which is a specific
number,

x =
x1 + x2 + · · · + xn

n
.

Thus, x is an outcome for the random variable X.
This sample mean x can be used to estimate the
parameter p for a Bernoulli distribution or the pa-
rameter µ for a normal distribution. A lot of this
course is about finding good estimators for param-
eters, and x as an estimator of µ is the most im-
portant example.

There is also a sample median X̃ and its outcome
value x̃, and quartiles and percentiles etc. More
generally, there are order statistics. If the outcome
values are listed in order, you get the order statis-
tics. The smallest value is Xmin, also denoted X(1),
the largest is Xmax, also denoted X(n), and the in-
termediate values denoted

Xmin = X(1) ≤ X(2) ≤ · · · ≤ X(n) = Xmax.
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Their outcome values are denoted with lowercase
x’s.

Besides the central statistics of mean and me-
dian, there are also statistics of spread, or disper-
sion. The primary ones are standard deviation and
variance which we’ll study in detail later in the
course.

Graphical and visual techniques. Histograms
and Pareto charts, stem & leaf plots, box &
whiskers plots (in their many variations) are all
used to help display the data to help us get a feel
for the distribution of data.

A good place to find out about this kind of
thing is Edward Tufte’s book The Visual Display
of Quantitative Information. It goes beyond sta-
tistical displays and considers displays of general
quantitative information. If you find it interesting,
you may want to read his other books.

You may have seen logarithmic and/or exponen-
tial graph paper. Plotting data using these scales
can convert graphs of logs, powers, or exponents
into straight lines that are visually easy to recog-
nize. They’re also used in statistics when the data
is one of these forms.

A very useful scale or plot for statistics is the
normal one. If data is normally distributed, then
when it is plotted on a normal plot, then the data
will appear to be linear, but nonnormal data will
not appear linear.

Bivariate data. When only one variable X
is sampled in the experiment, we get the sam-
ple X1, X2, . . . , Xn, but when two variables X
and Y are sampled, we get a pair of samples
X1, X2, . . . , Xn and Y1, Y2, . . . , Yn that are some-
how related. Many experiments are designed to
see what the connection is between two such val-
ues, and many of the statistical tests we’ll study in
later chapters are about this kind of bivariate data.

Simpson’s paradox. If we have time, we’ll ex-
amine the example in the text.

Covariance and correlation coefficients.
Correlation and causation.

Straight line regression. We’ll look at this in
detail in a later chapter. We’ll only have time here
to descibe the basic concept.
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